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Abstract— Sharing bulky data over the network securely is still a challenge for the organisations. Some data security architectures use 
mult iple layers to provide them high security, so a Sensitive Information Security (SIS) Model is proposed in this paper which allows the 
sharing of very bulky data w ith high security over the network. The idea is to divide the documented text into its constituent parts, called 

data chunks, by using Natural Language Processing and then this processed and refined data is further separated into high risky and low 
risky data. Each data section is arranged in byte arrays of verbs, nouns, pronouns and so on. Bytes in the byte array are shuff led and 
encrypted realising the criticality of each array. Small chunks of shuff led arrays are encrypted and sent over the network securely. In this 

paper, this effort is made to present the investigations carried out using the rare combination of language processing and encryption 
techniques, to enhance the information security. 

Index Terms - Byte Array, Category Sets, Data Security, Data Sharing, Encryption, Natural Language Processing, Term Frequency.  

——————————      —————————— 

1 INTRODUCTION                                                                     

N past years, it has always been a challenging area for the 
Information Technology Organisations, Defence Services 
and any other security domain services to share large se-
cured data over the network. In this paper, a layered archi-

tecture model, called Sensitive Information Security (SIS) Model 
is proposed so that the large set of sensitive information is 
shared over the network with high security. The idea is to di-
vide the data into small chunks and then to send these chunks 
of data with high security applied, over on the network. 
    The proposed security model processes the documented text 
by performing Natural Language Processing (NLP) to divide 
it into the chunks of data [1], the transformed form and sends 
them over the network which are securely collected and reas-
sembled at the destination.  

Section 2 describes the proposed layered architecture Sensi-
tive Information Security (SIS) model. In section 3, the various 
layers of SIS model are discussed in detail. It discusses the 
Scrambling Layer by showing how a text document is 
processed to divide it into its lower level parts using the ap-
propriate grammar and forming the syntactic tree structure [1] 
and then discusses the Transformation Layer (TL) where it is 
transformed into the encrypted chunks which are sent at the 
destination for recieval. Next, a case study which shows the 
NLP and Security, i.e., the use of SIS Model at Sentence Level, 
discussed in section 3. Section 4 discusses the conclusion and 
future scope of this model. 

2 THE SENSITIVE INFORMATION SECURITY (SIS) MODEL 

This section discusses our proposed model, i.e., The Sensitive 
Information Security (SIS) Model in detail. This model consists 
of two layers; Scrambling Layer and Transformation Layer to 
convert the text documents into data chunks and then to pro-

vide them high security to send over on the insecure network. 
Each layer plays its own important role in securing the data, 
so the proposed model works efficiently and effectively with 
high performance and accuracy.  
 

 
 
Fig 1. The Sensitive Information Security (SIS) Model 
 

The generalised view of the proposed SIS model is shown in 
figure 1 and shows the major use of Natural Language 
Processing, Byte Conversion, and Encryption and discussed in 
different layers [3] in detail in next sections. 
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2.1 Scrambling Layer 

This section discusses that how the text documents are 
processed and converted into the form of data chunks and 
then into the High Risk Scrambled Data (HRSD) and Low Risk 
Scrambled Data (LRSD).  
    Consider a Text Document D containing the English lan-
guage text only, which is a collection of various kinds of 
Terms, like nouns, pronouns, verbs, articles, adjectives, ad-
verbs, prepositions and Determiners, like punctuation marks 
[1]. It is useful to point out here that there is a formal sense in 
which a language is defined simply as a set of strings without 
reference to any word being described or task to be per-
formed. Though the great philosophical debates throughout 
the centuries have centred on the question of what a sentence 
means, but when we realize that understanding a piece of lan-
guage involves mapping it into some representation appropri-
ate to a particular situation, it becomes easy to answer this 
question. 
    This text document D is fed into the Sentence Feeder (SF).  
Each document has well-defined sentence boundaries, so each 
sentence is extracted by finding out their non-overlapping 
boundaries. So, SF extracts each sentence from D and feeds 
them into the Category Set Extractor (CSE) one by one. Each 
sentence in the CSE undergoes a series of steps and results 
into various category sets of nouns, pronouns, verbs, articles, 
adverbs, adjectives, prepositions, conjunctions and a set for 
special characters and punctuations from the document. To do 
so, the best method is the use of Grammar. 
    The most common way to represent grammars is as a set of 
production rules. Although the details of the forms they are 
allowed in the rules vary, the basic idea remains the same. A 
sentence is composed of a noun phrase followed by a verb phrase. 
The vertical bar should be read as “or”. The є denotes the rules 
of the grammar and compares them against the input sen-
tence. Each rule that matches adds something to the complete 
structure that is being built for the sentence. So, a parse tree is 
made which simply records the rules and how they are 
matched. 
     The next step is to find out the syntactic structure of the 
sentence using the syntactic analysis. In this step, linear se-
quences of words are transformed into structures that show 
how the words relate to each other. The goal of this process is 
parsing of the sentence by converting the flat list of words that 
forms the sentence into a structure that defines the units that 
are represented by the flat list. So, the system is able to cate-
gorize all the independent terms and determiners and keeps 
them into their respective and most suitable category. There-
fore, the text document is divided into its basic and low level 
constituent parts of various terms and determiners, each clas-
sified in its own category set where the various categories in 
CSE are named as CSE{C1, C2, C3,…,Cm}, m is the total number 
of categories.  

As these terms and determiners are made available in vari-
ous categories of CSE, the next step is to evaluate the Term 
Frequency (TF) of each word (term or determiner) occurred in 
the different categories [2]. The TF is calculated for each dif-
ferent term t occurred in Cj where j is in between 1 and m. This 

TF is the number of occurrences of a term in its respective cat-
egory Cj. Now, a counter loop is invoked for each category to 
count the total number of occurrences of each different word 
(for eg., Bob, or is) occurred in a category, and simultaneously 
each occurrence of a particular word is stored in the subcate-
gory Cnm of the Refined Category Set (RCS) where n denotes the 
word number given to a different word occurred in a category. 
For an example, if C1 denotes the noun category, in which the 
first available term is Ram which occurs three times in C1, so 
its TF is 3 and the subcategory C11 stores three occurrences of 
Ram in RCS.  This process continues and each counter value is 
compared with the Threshold Value (TV), say 100. The TV is the 
maximum size of the subcategory set in RCS. It is a predefined 
value for the model and can be any numeric value in accor-
dance to the requirement of the system. This comparison is 
made so that any word whose occurrence is very high makes 
its own subcategory set size large. Such sets can be decom-
posed into two or more sets. So, now each one is acting as an 
independent set. In this way, we have made the different thre-
shold subcategories of each category in RCS using the term 
frequency of each different word occurred and achieve high 
performance ratio of the system. 

 

 
 

Fig 2. Detailed Scrambling Layer 

    As RCS is the set of final category sets, the next step is to 
keep each set under Risk Analysis (RA). RA is discussed in the 
next section where the resultant categories of RCS will be sent 
to Risk Analyser. This RA will divide the RCS into two catego-
ries, called High Risk Scrambled Data (HRSD) and Low Risk 
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Scrambled Data (LRSD) to separate the important terms of D 
from the less important words of D. 

 

2.2 Transformation Layer 

Transformation Layer encodes the content of each RCS into a 
non-readable format. This is basically encryption, but before 
encrypting the data, two things are considered. Firstly, the 
contents are not directly encrypted, but are changed to the 
byte array [4]. Secondly, the encryption scheme applied is 
symmetric or non-symmetric; is based on the criticality of the 
content. For high risk data, HRSD, which contains the most 
important information, like nouns, is encrypted using non-
symmetric encryption. The rest of the data, LRSD, is using 
symmetric single key schemes for encryption. 

 

 
 

Fig 3. Detailed Transformation Layer 

 
Before encrypting the byte arrays, they are tousled from its 

original structure. The Byte Array (BA) is the sequence conca-
tenation of category sets. This sequence is messed by dividing 
the byte array length into equal even divisions. If the length of 
array is odd, then minus one of its length for division and later 
add that last bit to the last division of array. Arrangement of 
all such sections is done in a predefined order. One possible 
arrangement can be arranging all the even sections in the be-
ginning in ascending order, and then arrange the odds in des-
cending order. Some other more complex scheme for disar-
rangement of the byte array can also be applied. The resultant 
is the Reformed Byte Arrays (RBA); set of high risk data and 
other set for low risk data. Now, if the array belongs to the 
category of high risk data, then a non-symmetric encryption 
scheme is applied. In the model, RSA scheme is used which 
uses a public and private key mechanism for encryption. The 

key exchange is not in the scope of this paper. 
For low risk byte arrays, AES encryption scheme is used 

which involves single key to encode and decode of data. The 
identification of high and low risk chunk is made by flagging 
each chunk. 

The entire transformation results in small RCS encrypted 
chunks. These chunks are now ready for flow on the network 
to be received at the other end. 

 

2.3 Chunks at Destination 

At the receiver’s end, chunks are identified as high risk or low 
risk, and so accordingly are decrypted. Then all the bytes are 
re-assembled to their original structure. Now the structures of 
received chunks have taken the shape of Refined Category 
Sets. These RCS are then fed to the mapper that uses the sen-
tence and position number from each word of each RCS. Final-
ly, the original structured document D is prepared and suc-
cessfully received at destination. 

3 CASE STUDY: SENTENCE LEVEL ANALYSIS 

As per the proposed SIS model for the sensitive information 
based systems, let us consider an example where we input a 
sentence for processing according to the model and finally 
results the input to the secured data chunks. Consider the fol-
lowing sentence- 

 
    “Prime Minister Manmohan Singh and his entourage left 
India for New York 21 September 2011.” 

 
Step 1: Write the Grammar for the System. 

 
S→NP VP 
NP→ART NP1 
NP→NP1 NP2 
NP→PRO|PN|NP1 
NP→NP1 NUMP 
VP→V 
VP→V NP 
NP1→ADJS N 
NP1→PREP N1 
NP1→N1 PN1 
NP1→PN1 
NP1→N1 
NP2→CON NP1 
NP2→є 
ADJS→є|ADJ ADJS 
N1→N|є 
PN1→PN  
NUM1→є|N NUM 
NUM→є|21|2011|2012 
NUMP→NUM|NUM1 
PN→PN|Manmohan|Singh 
PREP→his|her|him||for|є 
N→Prime|Minister|Entourage|September|India|New|Y
ork|є 
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V→left|gone|went 
ART→the|a|an 
CON→and|but 

 
Step 2: Draw the Syntactic Tree Structure of the given sentence. 
 

 

Fig 4: Syntactic Structure of the Sentence ‘Prime ...2001’. 
 
Step 3: Find out the Category Sets. 
    There will be total seven category sets, named as Noun, 
Proper Noun, Number, Verb, Conjunction and Preposition, 
named as C 1 to C6.  

C1: Prime Minister entourage September New York India 

C2: Manmohan Singh 

C3: 21 2011 

C4: left 

C5: and 

C6: his for 

Step 4: Calculate Term Frequency of each different word occurred in 
each category, compare them with the threshold value 10, and Form 
Refined Category Sets. 
    As each word is occurring only one time, C11 denotes Prime 
with TF = 1 < 10. Similarly, C21 is for Minister with TF = 1. In 
the same manner, C31, C41 and so on, will be made and 
checked with the TV. 

Step 5: Form the Groups of HRSD and LRSD. 
    In this example, HRSDs are the nouns and numerals, and all 
the rest categories as LRSDs. Here we divide the categories as: 

HRSD: C1, C2, C3. 
LRSD: C4, C5, C6. 

Step 6: Both data sets are converted to byte arrays. 
    For each category, the byte conversion process is executed 
which converts each in separate byte array. 

 
Step 7: Byte arrays are tousled and given a new form which if at-
tempted to convert to data will not give the original data sets direct-
ly. 
    Each byte array for categories is shuffled as discussed in 
section 2.2.  

Step 8: Encrypt the arrays using non-symmetric encryption algo-
rithm (RSA) for HRSD byte tousled arrays and symmetric encryp-
tion algorithm (AES) for LRSD byte tousled arrays. 
 
Step 9: Send these chunks of arrays to the destination. 

These array chunks are sent to the destination the time dif-
ferences in each send operation. 

4 CONCLUSION 

The Layered Architecture SIS Model is an effective and effi-
cient way to send the bulky text documents with the high se-
curity provision over on the network. This proposed model 
shows high performance and accuracy than the other models 
of security. It uses the strong concepts of Natural Language 
Processing to find out the various different words with their 
associated TF and to separate the more important data from 
the less informative ones by adding an extra layer of security. 
The conversion of data chunks into byte arrays reduces the 
size and makes it easier to further process with another securi-
ty pattern of scrambling the bytes. 
    Although using the standard encryption schemes are no 
way new to use, but using more critical algorithm with more 
critical data and vice versa gives new approach of suppressing 
the computational complexity of the model. This paper can 
further be extended to include the non-textual data, like im-
ages, sound, music, and video. 
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